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Abstract 
 

This paper establishes a new empirical finding: the degree of labor intensity and the 
degree of price flexibility are negatively correlated across industrial sectors. I model this 
in an economy with staggered nominal wage contracts and production sectors that differ 
in labor and capital intensities. Nominal disturbances affect capital-intensive and labor-
intensive sectors asymmetrically: prices of labor-intensive goods change less than do 
prices of capital-intensive goods. In addition, when prices are costly to adjust, more firms 
in the capital-intensive sectors optimally choose to update their prices than firms in the 
labor-intensive sectors. Thus, varying factor intensity generates different degrees of price 
stickiness across sectors that face the same degree of wage rigidity.  
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Introduction  

 
1.1 Motivation 

This paper seeks to understand how industry characteristics can explain observed 

differences in the degrees of price stickiness across sectors. Using disaggregated data I 

establish that there is an inverse relationship between the degree of labor intensity and the 

degree of price flexibility across industries. A model economy, with sticky wages and 

two sectors which differ in labor intensity, provides theoretical insights on the cause of 

this relationship. The main finding is that, in an economy with staggered nominal wage 

contracts, the response of economic variables to unexpected monetary policy shocks 

varies with the sectoral labor intensity. Wages represent a bigger share of the production 

cost for the labor-intensive sector, and since nominal wages are fixed, an unexpected 

monetary policy shock affects the marginal cost in this sector to a lesser extent than the 

marginal cost in the capital-intensive sector. As a result, in response to an expansionary 

monetary policy shock for example, the nominal prices of labor-intensive goods increase 

less than do the prices of capital-intensive goods.  

In this setup, firms in both sectors will set new profit-maximizing prices every 

period, even if the changes they have to make are very small. But assuming some cost to 

change the price, whether through menu costs or incomplete information, brings some 

degree of price stickiness into the economy. How long a firm will leave its price 

unchanged will depend on the loss of profit from not adjusting and the cost of updating 

the price. Nominal disturbances have bigger effects on the marginal cost of a capital- 

intensive firm. As a result, the pre-set price of the capital-intensive firm will be farther 

away from the new profit-maximizing price than it will be for the labor-intensive firm. 

Thus, firms in the-capital intensive industries face relatively large profits losses if they 

keep their pre-set prices. The model with costly price adjustment then suggests that firms 

in the capital-intensive sector will rationally choose to update prices more frequently than 

firms in the labor-intensive sector. With monetary policy shocks being one of the sources 

of real and nominal changes in economic variables, this latter finding provides a possible 

explanation of the empirical result that there is an inverse relationship between the degree 

of labor intensity and the frequency of price changes across sectors.  
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Three empirical findings have motivated this work. First, numerous studies1 

indicate that the frequency of nominal price changes differs significantly across sectors of 

the economy. For some goods and services the nominal price remains unchanged for 

years, while for others the price lasts less than a month. The evidence suggesting sticky 

prices has motivated the assumption of general nominal price stickiness in the Keynesian 

models. In these models, monetary policy shocks have real effects. In the opposite 

direction, the neoclassical literature relies on evidence2 of flexible nominal prices of 

relatively homogenous commodities like food, gasoline, and computers, and assumes 

prices to be perfectly flexible.  

Second, with regard to wages, Taylor (1999) summarizes the direct and indirect 

evidence on wage stickiness and concludes that one-year wage contracts are the most 

common setting for the United States and are prevalent for both union and non-union 

workers.3  

Third, production sectors vary in factor intensity. Based on a sectoral input-output 

database, Jorgenson and Stiroh (2000) provide data on the values of output and inputs 

employed by 35 industrial sectors in the United States. The share of labor, for example, 

varies from 0.09 in the Petroleum and Coal Products industry to 0.5 in the Trade industry.  

The empirical evidence that factor intensities vary significantly across sectors, 

along with the findings on wage and price setting, suggest looking for a relationship 

between the share of labor input and price stickiness. Ohanian, Stockman, and Kilian 

(1995) show that the real effects of monetary disturbances differ across sectors because 

of variation in the degree of price stickiness. At the same time most analyses4 of the 

transmission of nominal disturbances and optimal monetary policy are based on single-

sector models where all firms follow the same price-setting rules.  

                                                 
1 For example, see Carlton (1986), Cecchetti (1986), Kashyap (1995), Bils and Klenow (2004) 
2 See Dutta, Bergen and Levy (1997), and Davis and Hamilton (2004). 
3 Direct evidence on wage setting shows that there is some heterogeneity in the wage setting [Cecchetti 
(1987), Taylor (1983), Card and Hyslop (1997)]. I am not aware though of studies presenting evidence for 
significant differences in the average duration of wage contracts across various sectors of the economy. 
Furthermore, using macroeconomic data for the U.S., Taylor (1993) estimates that about 80 percent of 
workers have annual wage contracts.  
4 Exceptions are Erceg and Levin (2002) and Barsky, House and Kimball (2003) who use two-sector 
models to study the differences between durable and non-durable goods.  
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The economy in the current study has two production sectors: a labor-intensive 

sector and a capital-intensive sector. Producers in both sectors face menu costs. The labor 

market is characterized by differentiated labor inputs, supplied by households behaving 

as monopsonists, wages are assumed to stay fixed for a year, and the wage setting is 

asynchronous.  

The contributions of this study can be summarized as follows: First, it establishes 

an inverse empirical relationship between the degree of labor intensity and the degree of 

price flexibility across sectors. Second, this paper shows that models with costly price 

adjustment, staggered wage contracts, and multiple sectors that differ in factor intensities 

can generate different degrees of price stickiness across sectors that face the same degree 

of wage rigidity. More important, such models suggest the same inverse relationship 

between the degree of labor intensity and the degree of price flexibility as found in the 

data. Therefore, heterogeneous production functions and sticky wages may be essential 

features missing in macroeconomic models based on nominal rigidities with exogenous 

price stickiness.  

 

1.2 Connections to existing literature 

Among the papers presenting evidence for considerable nominal stickiness are: 

Carlton (1986), Cecchetti (1986), Kashyap (1995), and more recently MacDonald and 

Aaronson (2001). Cecchetti (1986) studies the prices of newsstand magazines over 1953 

to 1979 and finds that the average number of years between two consecutive price 

changes ranges from 1.8 to 14. Kashyap (1995) studies the monthly prices of big revenue 

items for three retail catalog companies and finds that nominal prices are typically fixed 

for more than one year. These results contrast with Bils and Klenow’s (2004) finding that 

price changes are much more frequent. Using unpublished data from the U.S. Bureau of 

Labor Statistics (BLS) for 1995 to 1997, their study shows that half of the prices last 4.3 

months or less for consumer goods and services comprising around 70% of the entry 

level items included in the Consumer Price Index (CPI). In addition, Bils and Klenow 

(2004) show that the mean duration between price changes varies between 0.6 and 80 

months for the separate goods and services. Nakamura and Steinsson (2008) use a more 

detailed dataset and find that temporary sales play an important in generating price 
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flexibility for retail prices. They estimate that the median duration of regular (non-sale) 

prices, excluding product substitutions, is between 8 and 11 months but only about 4.5 

months when sales are included.  

The lack of unanimous results and conclusive evidence on the nominal price 

rigidity has motivated the search for possible product characteristics that might predict 

whether a good has a sticky vs. flexible price. Carlton (1986) and Caucutt, Gosh and 

Kelton (1999) use the inverse of the concentration ratio as a measure for market 

competition and find a positive relationship between the degree of market competition 

and the frequency of price changes. Bils and Klenow (2004) look at different variables 

related to market competitiveness: the wholesale mark-up, the import share, and the rate 

of introducing substitute products. They conclude that prices change more frequently 

when there is greater product turnover and that price changes are more common for raw 

goods. Barsky, House and Kimball (2003), construct a model with durable and non-

durable goods, in which only the durable goods have flexible prices because of their 

infinite intertemporal elasticity of substitution. Erceg and Levin (2002) study the sectoral 

differences in responses to monetary policy and find that the durable goods sector is more 

interest sensitive than the non-durables sector.  

To improve the performance of Taylor (1980)- and Calvo (1983)- type models 

and account for the varying price flexibility, models of multi-sector economies have been 

studied by Blinder and Mankiw (1984), Ohanian, Stockman and Kilian (1995), and Bils, 

Klenow and Kryvtsov (2003). In these models, sectors are differentiated by different 

degrees of price flexibility.  Goods and services are divided into sectors with exogenously 

determined nominal price rigidity after observing the frequency of price changes in the 

data. 

Similarly to the above papers, I look for an explanation for the different nominal 

stickiness across sectors, but I look at the labor and capital intensities as the source of 

these differences. In contrast to the above models, the economy I study in the first part of 

this paper does not impose price stickiness exogenously, but it assumes that nominal 

wages are fixed for a certain time period and producers face a cost of setting a new price. 

As a result nominal disturbances affect the labor-intensive and the capital-intensive 

sectors asymmetrically: prices of labor-intensive goods change less than do prices of 
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capital-intensive goods. The relationship between staggered wages and the responses of 

prices and output to monetary policy shocks is also explored by Olivei and Tenreyro 

(2007), not across sectors but across the quarters of the year. They show that the response 

of output depends on the timing of the monetary policy shock. When the shock occurs 

during the first two quarters, the response of the output is quick and dies out relatively 

fast. The authors’ explanation is the uneven staggering of wage contracts across quarters.   

To obtain different frequencies of price adjustments rather than different magnitudes 

of price responses between the different sectors, in the second part of this paper I assume 

that it is costly to change prices. I utilize a one-period model with menu costs that 

generally follows Blanchard and Kiyotaki (1987) but adds capital as a factor of 

production and allows for two sectors that differ in factor intensity. When firms face 

menu costs, some of them optimally choose not to adjust their prices. Only firms for 

which the expected loss of profit is bigger than the menu cost will pay this cost and will 

adjust their prices. Menu costs have often been suggested as a possible explanation for 

staggered prices. Both Mankiw (1985) and Blanchard and Kiyotaki (1987) find that small 

menu costs can prevent firms from adjusting their prices and thus cause large changes in 

output and welfare in response to changes in nominal money. Similarly to these papers, 

the model I construct shows that small menu costs (of second order) can prevent firms 

from changing their prices. In addition, I obtain the following result: if the labor-intensive 

sector and the capital-intensive sector face the same distribution of menu costs, a larger 

fraction of firms in the capital-intensive sector will pay the menu cost and will adjust 

their prices in response to a change in the money supply. This is consistent with the 

empirical finding that motivated this paper because it implies that in any given period 

characterized by a nominal disturbance, the probability of a capital-intensive firm 

changing its price is higher than the probability of a labor-intensive firm doing the same.  

Nominal wage rigidity, which is the same across sectors, is important for my main 

result. The latter finding is in line with the work of Erceg (1997), Chari, Kehoe and 

McGratten (2000), and Huang and Liu (2002), whose conclusions are that staggered 

wages are an important feature in Keynesian models, in which monetary shocks have real 

effects due to staggered contracts. It should be noted that these authors reach this 

conclusion because models with staggered prices alone can not generate the observed 
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persistent output fluctuations, whereas this paper finds that wage stickiness is important 

because it can also explain the wide range of price flexibility in the data.  

 

2. Data on Labor Intensity and Frequency of Price Changes  
Intrigued by the dramatic range of the price change frequencies in their data set, 

Bils and Klenow (2004) match most of the Entry Level Items (ELIs), comprising 68.9% 

of the CPI, to 123 National Income and Product Accounts (NIPA) categories.5 This 

allows them to use the NIPA time series on prices and study the correlation between the 

frequency of price changes and the persistence and volatility of inflation across the goods 

categories. They do not find evidence in support of the relation between inflation 

behavior and the frequency of price changes predicted by the sticky-price models of the 

Calvo- and Taylor-type. The main focus of their paper is the pricing equation derived in 

these models. I will use their data but will focus on the relationship between labor 

intensity and frequency of price changes.  

Similarly to Bils and Klenow (2004), I will group the ELIs using, however, the 

Standard Industrial Classification (SIC) classification, i.e. the goods are divided 

according to the industry by which they are produced. The motivation for this division 

comes from the observation that in the bottom 10th percentile of the Bils and Klenow 

(2004) data (i.e. the ELIs whose prices change least often – less than once a year), 82.6% 

are services, an industrial category characterized by relatively high labor intensity. On the 

other hand, among the10 percent of the goods and services with the most flexible prices, 

only 7.6% are services. So it is interesting to see whether labor intensity might explain 

why the prices of dry cleaning, newspapers, vehicle inspection, and other similar services 

change once every 4-5 years, while the prices of gasoline and tomatoes on average 

remain unchanged for less than a month.  

To examine the relationship between the frequency of price changes and the 

labor/capital intensity I would need data on how much labor and capital is used for the 

production of each good and service included in the CPI. Such disaggregate data are not 

available, but Jorgenson and Stiroh (2000) provide a database developed by Dale W. 
                                                 
5 NIPA is a collection of statistics on aggregate economic activity in the United States, published by the 
Bureau of Economic Analysis (BEA).  It contains estimated of Gross Domestic Product (GDP) and its 
components, classified by type of product, by sector, and by industry.  
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Jorgenson that covers 35 sectors at the 2-digit SIC level and contains information on the 

value of employed inputs (capital, labor, materials and energy) as well as the value of 

output for each industrial sector for 1958 to 1996.  

Using the SIC system, I match the 350 ELIs to the manufacturing industries (as 

defined in the Jorgenson’s database) in which these goods and services were produced. 

The ELIs can be matched to 29 out of the 35 sectors but many of the SIC sectors are 

broader. Table A1 in Appendix A shows the industrial sectors and the number of items in 

each sector. In addition, the table shows the weighted average monthly frequency of a 

price change for each industry. These frequencies are weighted means of the category 

components, with weights given by the share of each ELI in the 1995 Consumer 

Expenditure Survey.  

Figure 1 plots the weighted mean monthly frequencies of a price change and the 

share of labor input for each of the 29 industries (an average of the shares of labor inputs 

for the years from 1958 to1996). Sectors with high labor share in output tend to change 

the prices of their products less often.  

 

Data - 29 SIC Industries
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Figure 1. Average Monthly Frequency of Price Change and Labor Share for 29 SIC Sectors 
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Table 1 reports the results of the weighted least squares regression of price-

change frequencies on labor shares. The weight given to each industry is again calculated 

using weights of the ELIs belonging to that industry sector, namely the goods’ 

importance in 1995 consumer expenditure, reported by Bils and Klenow (2004). The 

labor share is obtained from the Jorgenson database and is defined as the value of labor 

divided by the sum of the values of labor, capital, energy and materials. 

 

Table 1. Weighted Least Squares 

Dependent variable: Average monthly frequency of price changes  

 Coefficients Standard Error t Stat P-value Lower 95% Upper 95% 

Intercept 0.36 0.0478 7.5702 0.0000   

Labor share -0.57 0.1758 -3.2399 0.0032 -0.9389 -0.1965 

Adjusted R2 0.9343      

 

A weighted least squares (WLS) regression produces an economically and 

statistically significant negative relationship between the labor intensity and the 

frequency of price changes6. The coefficient of -0.57 implies that an increase in the labor 

share from 0.17 for food and kindred products to 0.50 for instruments will decrease the 

monthly frequency of price change by around 20 percentage points. In the data the 

frequencies are 31.53% and 10.85% respectively.  I also consider one more variable in a 

separate regression - product turnover. Bils and Klenow (2004) find this variable to 

robustly predict more frequent price changes7. To see whether it will be a good predictor 

when goods are split in industries of origin, I calculate a weighted mean product turnover 

for each industry. When added as an explanatory variable to the regression of price-

change frequencies on labor shares, the coefficient on the rate of product turnover is 

                                                 
6 Using Nakamura and Steinsson (2008) CPI data set covering 1998-2005, I find again a statistically 
significant negative relationship between labor intensity and frequency of price changes when all price 
changes are included. If only changes to regular prices are included, the relationship is still negative and 
significant, but the adjusted R2 becomes very small. Bils and Klenow (2004) data set used in this paper 
includes all price changes.  
7 The authors consider the “product turnover” factor related to market competitiveness. The introduction of 
new products is expected to induce changes in the prices of comparable existing products, and lead to 
higher frequency of price changes in the market.  
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statistically and economically insignificant. At the same time the coefficient on labor 

share remains unchanged8. 

 For comparison, I also checked if there is a similar significant relationship 

between the frequency of price changes and the rest of the inputs: energy, capital, and 

materials9. There is a positive but unstable relationship between the share of materials 

and the frequency of price changes. It exists if several outliers are removed from the data 

set, but turns negative if I take out the labor-intensive sectors. With respect to energy and 

capital, I do not find support for any significant relationship.    

This preliminary analysis suggests that different degrees of labor intensity across 

sectors might play an important role in the Keynesian model with nominal rigidities. In 

the next section I develop a theoretical model to analyze the effects of nominal wage 

stickiness in an economy with two sectors which differ in their labor intensity.  

 

3. Overview of the Model 
In this section, I construct a two-sector dynamic general equilibrium model with 

money in the utility function and different degrees of labor intensity across sectors. My 

intent was not to match particular features of the data, but to clearly understand the 

effects of monetary policy shocks on labor, real output, marginal costs, and prices in such 

a model, and more importantly, to see whether the model can help explain why some 

firms change their prices frequently while others have sticky nominal prices. The 

optimization problems of firms, intermediaries, and households are described in detail 

and the conditions for market equilibrium are defined.  

The model closely follows and modifies Huang and Liu (2002), which is a one 

sector, staggered-wage monetary business cycle model.  The economy is populated by a 

continuum of infinitely lived households distributed over the unit interval, and each one 

acts as a monopolistic supplier of differentiated labor services. In the labor market, wages 

are determined in a staggered fashion. Nominal wages are fixed for one year, and 

households agree to supply their differentiated labor input so that demand is satisfied at 
                                                 
8 In the regression of price-change frequency on labor share product turnover, the coefficient on labor share 
is -0.58 with a P-value of 0.003, and the coefficient on rate of substitution is 0.008 with a P-value of 0.67.  
9 Alvarez, Burriel and Hernando (2005) use Spanish PPI data and also find labor share to be a highly 
significant determinant of the frequency of price adjustments. But they also find that the coefficients of the 
share of energy and the share of non energy intermediate goods are positive and significant.  
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this wage. Every six months, one-half of the households are allowed to adjust their 

nominal wages, making the wage-setting asynchronous. The wage-setting process is 

derived from the households’ optimization problem. In addition each household 

consumes some of the final output, rents and invests in capital and holds money balances. 

For ease of analysis I assume that an intermediary hires all of the differentiated labor 

inputs and supplies competitively an aggregate labor index using the same proportions 

that firms would choose.   

There are two goods-producing sectors in this economy. Each of the two sectors 

has a continuum of monopolistically competitive intermediate firms, which hire 

aggregate labor from the intermediary and capital from the households to produce 

differentiated products. The labor and capital inputs are not sector-specific and there is no 

restriction on the flow of resources between the two sectors. An important feature of this 

model is that firms in the first sector have a labor-intensive production and the firms in 

the second have a capital-intensive one. Similarly to the labor intermediary, a 

representative aggregator for each sector competitively produces a consumption good by 

combining the continuum of all firms’ differentiated products, using the same proportions 

that households would choose.  

 The monetary authority governs the nominal money supply process by setting its 

growth rate according to some exogenous process.  

 

3.1 Final Good Production 

The final aggregate good is produced by applying the following constant elasticity 

of substitution (CES) technology: 

 
ρρ −= 1

21 ttt yyy ,          (1) 

 

where  is the good supplied to households, which they use for consumption and 

investment in capital.  and are the aggregated goods that are supplied competitively 

by the two sectors of the economy and 

y

1y 2y

ρ and ρ−1 are their respective weight in the final 
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good. The elasticity of substitution between  and   is one. The Cobb-Douglas 

specification implies constant nominal shares of the two aggregated goods.  

ty1 ty2

The firm produces the final aggregate good competitively. In each period t, it 

chooses the quantity of  and  taking as given their nominal prices,  and 10
ty1 ty2 tP1 tP2  

respectively, to maximize profits subject to the production function. Specifically, the firm 

solves the following optimization problem: 

 

ttttttYY
yPyPyP

tt
2211},{ 21

max −−         (2) 

 

subject to (1), where  is the price of the final consumption good in period t. Solving the 

profit maximization problem (2) gives the input demand functions: 

tP
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1 ρ=                 (3) 

t
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2

2 )1( ρ−=                (4) 

 

The zero profit condition gives the price index (also the aggregate price level): 

 
ρρρρ ρρ −−−− −= 1

21
)1()1( ttt PPP             (5) 

 

3.2 The Representative Firms in the Two Sectors 

The consumption goods and , produced competitively by a representative 

firm in sector one and sector two, are Dixit and Stiglitz (1977) composites of 

differentiated intermediate goods indexed by 

ty1 ty2

]1,0[∈i  in sector one , and by  in 

sector two. Because households have identical preferences, the intermediate goods are 

combined using the same proportions that the households would choose. In each period t, 

the representative firms, taking prices as given, choose the intermediate inputs  for all 

]1,0[∈j

tiy ,1

                                                 
10  ,  and , can also be interpreted as the sectoral price and output indices respectively.   tP1 tP2 ty1 ty2
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]1,0[∈i

1 yPt

P1

tiy ,1

 and for all  respectively, to maximize profits subject to the 

production technology.  Intermediate goods ( ) can not flow between the two 

sectors and therefore go to the production of only ( ), respectively. In sector one the 

optimization problem is given by: 

tjy ,2

1,1 yP iti

1

0
⎜⎜
⎝

⎛
≤ ∫ y

]1,0[∈j

θ/1

tiy ,1

y

tjy ,2

t1 y2t

 

max         (6) ∫−
1

0
,1 ditt

s.t. ,        (7) θ
,11 ⎟⎟

⎠

⎞
diy tit

 

where  is the price of the composite good produced by sector one in period t,  and 

 are the price and quantity of the intermediate good produced by firm  in sector one 

in period t, and   

t tiP ,1

i

1>
θ1

1
−

 is the elasticity of substitution between each of the 

differentiated products .  tiy ,1

The optimization problem for the representative firm in sector two can be 

obtained by replacing i  with j in equations (6) and (7).  will be the price of the 

composite good produced by sector two in period t, and  and  - the price and 

quantity of the intermediate good produced by firm 

tP2

tjP ,2 tjy ,2

j  in sector two in period t. 

The representative firms’ optimization problems yield the demand functions for 

every intermediate product  in sector one and every intermediate product  in 

sector two at time t:  

tiy ,1 tjy ,2

 

ty1

θ
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t

P
P 1

1

,1

1
−

⎥
⎥
⎦

⎤
tiy ,1

⎢
⎢
⎣

⎡
= , for all        (8) ]1,0[∈i

and 
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The zero-profit conditions imply that the price indices are given by: 
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1
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3.3 The Intermediate Firms 

There is a continuum of monopolistically competitive intermediate firms in sector 

one and two. They sell their differentiated products ,tiy ,1 ]1,0[∈i and , to the 

representative firms. All the firms within a sector have identical production functions. 

The only difference between the two production sectors is that production in sector one is 

labor-intensive, while production in sector two is capital intensive. The technology for 

producing each unique intermediate good is a standard Cobb-Douglas production 

function given as: 

tjy ,2 ]1,0[∈j

 
αα −= 1

,1,1,1 tititi lky , for all  in sector 1      (12) ]1,0[∈i

γγ −= 1
,2,2,2 tjtjtj lky , for all  in sector 2      (13) ]1,0[∈j

 

where )1,0(∈α and )1,0(∈γ are the share of capital in costs, with α <γ ;  and 

 are the capital and labor inputs used to produce the intermediate good i and

tik ,1 til ,1

tjk ,2 tj ,l2 j , 

respectively. At time t, each monopolistic firm i  in sector one and firm j in sector two, 

taking as given the nominal wage ( ) and nominal rent on capital ( ), choose the tW tR
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quantity of output and correspondingly the amount of labor and capital inputs to 

maximize profits, subject to the production function and the demand for their product. 

When choosing the quantity of output, each firm takes into account that the decision will 

not affect the aggregate demand for their sector. That is each firm solves one of the 

following problems, depending on what sector they are part of: 

 

Firm i  in sector one solves: 

Max         (14) )..( ,1,1,1,1 tittittiti lWkRyP +−

 

 s.t.     αα −≤ 1
,1,1,1 tititi lky

        t
ti

t
ti y

P
P

y 1

1
1

,1

1
,1

θ−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=  

Firm j  in sector two solves: 

Max         (15) )..( ,2,2,2,2 tjttjttjtj lWkRyP +−

       

 s.t.      γγ −≤ 1
,2,2,2 tjtjtj lky

     t
tj

t
tj y

P
P

y 2

1
1

,2

2
,2

θ−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=   

Because all firms in the economy face the same prices for their inputs, labor and 

capital, and because all firms within a sector have access to the same homogenous-of-

degree-one production functions, the above optimization problems imply equal capital-

labor ratios across the intermediate firms within a sector but different between the two 

sectors: 

 

t

t

ti

ti

R
W

l
k

⋅
−

=
α

α
1,1

,1    for every firm ]1,0[∈i  in sector 1    (16) 

t

t

tj

tj

R
W

l
k

⋅
−

=
γ

γ
1,2

,2     for every firm ]1,0[∈j  in sector 2    (17) 

 14



The first order conditions also give the input demand functions of each firm for 

labor and capital. The demand for labor and capital by firms in sector one and two is 

given by the following four equations, respectively: 

 

ti
t

ti
ti y

W
P

l ,1
,1

,1 )1( θα−=  for every firm ]1,0[∈i  in sector 1   (18) 

ti
t

ti
ti y

R
P

k ,1
,1

,1 αθ=   for every firm ]1,0[∈i  in sector 1   (19)  

and  

tj
t

tj
tj y

W
P

l ,2
,2

,2 )1( θγ−=  for every firm ]1,0[∈j  in sector 2   (20) 

tj
t

tj
tj y

R
P

k ,2
,2

,2 γθ=   for every firm ]1,0[∈j  in sector 2   (21) 

 

Since the firms in both sectors are monopolistically competitive they set their 

prices as a constant mark-up over their nominal marginal cost. The size of the mark-up is 

directly related to the degree of substitution between the intermediate goods (i.e. the 

degree of monopoly power). Lower θ  means smaller elasticity of substitution ⎟
⎠
⎞

⎜
⎝
⎛

−θ1
1 , 

higher monopoly power, and higher mark-up ⎟
⎠
⎞

⎜
⎝
⎛
θ
1 . 

For example the price any firm   in sector one sets is: i

 
αα

ααθθθθ
⎟
⎠
⎞

⎜
⎝
⎛⋅⎟

⎠
⎞

⎜
⎝
⎛

−
==⋅=⋅=

−
tt

ti
K

t

L

t
ti

RW
MC

MP
R

MP
W

P
1

,1,1 1
1111 , for all ]1,0[∈i  (22) 

 

where and are the marginal products of labor and capital, and is the 

nominal marginal cost for firm i  in sector one. The pricing equation for a firm in sector 

two will be identical except for the parameter

LMP KMP tiMC ,1

α , which will be replaced byγ .  
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To obtain the total demand of the capital-intensive and labor-intensive sectors for 

capital and labor input, we integrate over all firms within each sector: 

∫=
1

0
,11 dill tit    for sector 1        (23) 

∫=
1

0
,11 dikk tit    for sector 1        (24) 

and 

∫=
1

0
,22 djll tjt    for sector 2        (25) 

∫=
1

0
,22 djkk tjt    for sector 2        (26) 

Total capital and labor inputs, available in the economy, are allocated between the 

two sectors according to the following two relationships: 

 

ttt kkk =+ 21           (27) 

ttt lll =+ 21           (28) 

 

 Implicit in equations (25), (26), (27) and (28) is the assumption that firms rent 

labor and capital in centralized market, where these factors of production are readily 

reallocated across firms and sectors. Although an extreme, this is a standard assumption 

in the related literature, Schmitt-Grohe and Uribe (2004), Christiano at al. (2003), Huang 

and Liu (2002), Chari at al. (2000).  

In summary, the relationship between the input factors is the following: in sector 

one each firm’s labor and capital demand is given by  and , respectively. The 

aggregate demand for labor by sector one is ,  as defined in (23), and the aggregate 

demand for capital is , as defined in (24). The relationships in sector two can be 

obtained by replacing i  with

til ,1 tik ,1

tl1

tk1

j .  To derive the total demand for capital, , one has to add 

the demand by the two sectors as shown in (27). The total demand for the aggregate labor 

index, , is similarly obtained in (28).  

tk

tl
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3.4 The Labor Aggregating Firm 

For ease of analysis I introduce a labor supplying firm. It acts competitively and 

aggregates the differentiated labor skills , supplied by a continuum of 

households , and then sells the aggregate index to intermediate good-producing 

firms from the two sectors. The firm takes as given the wage rate , set by each 

household, and minimizes the cost of obtaining aggregate labor , subject to the 

production function: 

n
tl

[ 1,0∈n ]
n

tW

tl

 

dnlW n
t

n
t

l n
n
t

∫
=

1

0
}{ 1

0

min          (29) 

s.t. t
n
t ldnl ≥⎥

⎦

⎤
⎢
⎣

⎡ −−

∫
11

0

1

)(
σ
σ

σ
σ

        (30) 

 

where σ >1 is the elasticity of substitution between each of the differentiated labor skills.  

From the optimization problem the following demand for labor input  is derived: n
tl

 

t
t

n
tn

t l
W
W

l
σ−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=          (31) 

 

where , the aggregate wage, is set competitively by the labor aggregating firm and is 

given by: 

tW

 

( ) σσ −−
⎥
⎦

⎤
⎢
⎣

⎡
= ∫

1
1

1

0

1 dnWW n
tt .        (32) 

 

3.5 Households 

The economy is populated by a continuum of households indexed by [ ]1,0∈n . 

Each household is endowed with a differentiated labor skill and faces a downward-
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sloping demand for its own type of skill. In what follows I apply the staggered nominal 

wage-setting process originally developed in Taylor (1979, 1980)11  and assume two-

period Taylor-type wage staggering. Households are divided into 2 cohorts based on the 

timing of their wage decision. I assume that only a fraction of all households set their 

wages in a given period and this wage is fixed for the 2 subsequent periods. The 

households indexed  

2/1

⎥⎦
⎤

⎢⎣
⎡∈

2
1,0n  set new wages in periods{ , i.e. at time t , t + 2, t + 

4, etc. Similarly, households indexed 

∞
=0}2 kk

⎥⎦
⎤

⎢⎣
⎡∈ 1,
2
1n  set new wages at time t +1, t +3, + 5, or 

periods . Each household is assumed to always meet the demand for its labor 

type at the wage it has chosen. In period t a household n  takes as given the gross 

inflation rate, the gross nominal interest rate  on a one period nominal bond between 

today and tomorrow, the rental rate on capital, the real wage rate on aggregate labor 

index, the aggregate labor demand and the wage stickiness. Subject to several constraints, 

the household chooses consumption of the economy’s single final good, real money 

balances

t

∞
=+ 0}12{ kk

B
tR

n
tc

t

n
t

P
M

, the capital stock, and if allowed - the nominal wage rate , to maximize 

the total discounted expected utility. Thus the optimization problem of households able to 

reset their wage in periods  is the following: 

n
tW

∞
=0}2{ kk

 

⎭
⎬
⎫

⎩
⎨
⎧∑

∞

=

     (33) 
+ }, 1k

E
n
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n

t
n
t P+

1)1(2 −+
n
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)][max
0

0
,,{

n

t

t

W
P

M
c

U
t

t

n
tn

t

β

                  

, tt lP

n
t−1

/,( n
t

n
t Mc

n
t

B
t B +−− 11

s.t. 
n
t

n
tt

n
tt

n
t

n
t lWRMRiPcMB ++≤++ n

tk + n
tF t
n T+    (34) 

0,2 ≥∀= kWW n
k         (35) 

 
11 An alternative to Taylor’s staggered adjustment model was introduced by Calvo (1983). The alternative, 
partial adjustment model, assumes that every period each firm faces a constant exogenous probability that it 
can reset its product’s price. The interval between two price changes is thus a random variable. Kiley 
(2002) shows that models with Calvo-type staggered contracts generate more persistence than the Taylor-
type models.  Taylor-type model is the primary choice for the wage-setting process because it accounts for 
several empirical findings, namely that wage adjustment is discrete, asynchronous, and for most workers 
wages are adjusted at common intervals.   

 18



n
t

n
t

n
t ikk +−=+ )1(1 δ          (36) 

and equation (31). 

Equation (34) is the budget constraint, (35) represents the wage stickiness 

restriction, (36) is the law of motion for capital, and (31) is the labor demand schedule. 

The temporal utility function is given by:   

 

)1ln(])1()(ln[1),/,( n
t

t

n
tn

t
n
tt

n
t

n
t l

P
M

bcblPMcU −+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+= ψ

η

η

η ,   (37) 

 
n
t

n
t BM ,  are the end-of-period household ’s holdings of nominal money and one-period 

risk-free bonds, is the stock of capital at the beginning of period t. ,  denote the 

household ’s investment and nominal transfers, and  is the nominal profits of the 

intermediate goods producers. The parameter

n

n
tk n

ti
n

tT

n n
tF

β  is the common discount factor, δ  is the 

depreciation rate, and b,,ψη are preference parameters. A household unable to reset its 

wage at period solves a similar problem but takes its own wage rate as given.  t

 Since not all wages are set at the same time, households in general will receive 

different wages and supply different amount of labor, depending on whether or not they 

are allowed to reset their wage rate in a given period. Consequently their wealth will 

differ and so will their choices for consumption, nominal money balances and capital 

stock. This will require one to keep track of the income distribution across household 

cohorts from period to period. To make the model manageable and an analytical solution 

possible, I will assume that households start with identical initial wealth, and portfolios of 

state-contingent claims can be constructed so as to provide the household with complete 

insurance against the idiosyncratic risk. Since households value consumption and real 

money balances identically and face the same prices, the complete insurance guarantees 

that equilibrium consumption flows and real money balances will also be identical for all 

households.  

The first order conditions from the households’ optimization problem yield the 

demand for real money balances as a function of consumption and nominal interest rate: 
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the optimality condition setting the return on capital equal to the opportunity cost of 

holding capital: 
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and the Euler condition for the optimal intertemporal allocation of consumption  
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In equations (38) – (40),  
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+ =π  is aggregate inflation in 

period .   1+t

In addition a household in a wage-setting cohort will choose the following real wage in 

period : t
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If the nominal wage-setting were not staggered, equation (41) can be reduced to:  
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⋅⋅
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=
σ

σψ
σ

σ , i.e. households, as monopolistic suppliers of labor, 

set their wages as a mark-up over the marginal rate of substitution between leisure and 

consumption for the current period. Since wages are fixed for two subsequent periods, the 

households set their real wage rates as a constant mark-up 
1−σ

σ over the ratio of 

weighted marginal disutility of labor to marginal utilities of consumption for the duration 

of their wage contracts. When a household expects an increase in the marginal utility of 

consumption and/or a decrease in the marginal utility of leisure for the periods its wage is 

fixed, it chooses a lower nominal wage and supplies more of its labor. Since all 

households, resetting wage in period t , will choose the same wage, I will denote this 

wage with and use it to substitute for  in equation (41). Along with the assumption 

of two-period wage staggering equation (32) can be rewritten to get an expression for the 

real aggregate wage : 
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Now that the real aggregate wage rate ( ) and the real wage rate chosen by the 

wage-setting cohort ( ) have been defined, I can split the general demand for 

each household’s labor (31) in the following way: 
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In equations (43) and (44), the cohort of households indexed ⎥⎦
⎤

⎢⎣
⎡∈

2
1,0n can reset their 

wage in period t, while the rest of the households can not. 

 

3.6 The Monetary Authority 

The nominal money supply process is given by: 

 

1−= ttt MM μ           (45) 

 

The money growth rate tμ follows a first order autoregressive process:  

 
μ

μ εμρμ tt + = − )log( log 1t ,        (46) 

 

where so that and the parameter...~ diit
με 01 =−

με ttE )1,0(∈μρ denotes the  degree of 

persistence in the process for money growth. New money balances are distributed to 

consumers as a lump-sum transfer by having nominal transfers satisfy: tT

 

1−−= ttt MMT          (47) 

 

3.7  Market Equilibrium 

The assumption that there exist complete financial markets along with the market 

clearing conditions: , , and , allow me to drop 

the superscript from nd  in the households’ decisions, when defining the 

economy’s equilibrium. The households’ supply of labor  and wage rate would still 

be different among the cohorts but identical for households within a cohort, because in 

what follows the focus will be on a symmetric equilibrium in which all households, 

allowed to reset their wage, will chose the same wage rate ( ) and will supply the same 

amount of labor. At the same time in a symmetric equilibrium, in the absence of price 
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staggering, all firms within the labor-intensive sector will make identical decisions about 

production, labor and capital inputs, as well as pricing. Thus, in equilibrium in which 

equations (7), (23) and (24) hold with equality, the subscript i  will be omitted from the 

optimal conditions for , , , and . Similarly for the capital-intensive sector the 

subscript 

ty1 tk1 tl1 tP1

j will be dropped from , k , , and .  t2y t tl22 tP2

Then the symmetric equilibrium of the economy will consist of an allocation  
∞
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Sk μ  and the sequence of monetary policy shocks:{ }∞

=0tt
με , the following 

conditions are satisfied: 

 

(i) taking the wage on the aggregate labor, the rental rate on capital and all but its 

own price as given, the intermediate monopolistic firms in sector one and two 

solve (14) and (15) respectively, 

(ii) taking the price of the composite goods produced by the two sectors as given,  

the firm producing the final consumption good solves (2), 

(iii) taking the wages on the differentiated labor inputs as given, the labor 

aggregating firm solves (29), 

(iv) taking as given the gross inflation rate, the gross nominal interest rate, the 

rental rate on capital, the real wage rate on aggregate labor index, the 

aggregate labor demand, and the wage stickiness households solve (33), 

(v) the monetary authority follows (45) and (46),  

(vi) the capital market clears (27), the labor market clears (28) and the aggregate 

resource constraint is satisfied. 
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In the above definition of symmetric equilibrium, the aggregate resource constraint, 

the real marginal costs in the labor-intensive sector ( ) and the capital intensive sector 

( ) are given respectively by: 

tmc1

tmc2

 

ttt yic =+ +1 ,          (48)  
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A system of 21 non-linear equations defines the equilibrium. I log-linearize these 

equations around the non-stochastic steady state of the model (see Appendix B for 

details). This allows the system of non-linear equations to be approximated by a system 

of linear equations which characterize the dynamics of the model for small deviations 

around the deterministic steady state. After the log-lineariztaion, the system of equations 

characterizing the economy can be written as: tttt xx ηε Π+Ψ+Γ=Γ −110
~~ , where tx~  is the 

vector of log differences of the variables from their steady state, tε  is the vector of 

exogenous shocks, and tη  is the vector of forecast errors. This system of linear difference 

equations can be solved using Sims (2001) QZ decomposition method. The solution takes 

the following form: tt MxGxt ε+−1= ~~ , where M is the matrix of contemporaneous 

responses of variables to exogenous shocks.  
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4.  Parameterization 
 

Table 2. Benchmark Model Parameters  

Preferences  98.0=b ,ψ =adjusted 
2/196.0=β , 56.1−=η  

 

Production 

 

0.33=α  

0.33=γ  

 

Market Demand 

 

9.0=θ  

10=σ  

 

Capital accumulation 

 

2/192.01−=δ  

Money Growth 

 

32.0=μρ  

Sectors’ Weight in Final Output 5.0=ρ  

 

The time period in this model is assumed to be six months. The preference 

parameters in the utility function are basically the ones employed by Huang and Liu 

(1999).  To assign values forb andη , where b is the relative weight of consumption, 

and
η−1

1 is the interest rate elasticity of demand for real money holdings, they estimate 

the following regression for logged money demand: 
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The values they obtain are very similar to the values Chari at al. (2000) obtain 

using the same equation and quarterly data. The subjective discount rate used in the 
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utility function, β , is set assuming a 4 percent annual discount rate, that is standard in 

the business cycle literature. Huang and Liu (2002) also assume a standard value forδ , 

corresponding to 8% annual depreciation rate of capital. The capital share in the 

production function of the two sectors, α andγ , are both set to 0.33 in the benchmark 

model.   

To analyze the effects of a monetary policy shock in two sectors with different 

capital and labor shares, I will later assign different values for α andγ . The only 

restriction will be that the weighted average of α andγ  should still equal 0.33, which will 

guarantee identical steady state output to capital ratios in the two models. The parameter 

ψ  is adjusted so that the share of time households allocate to labor is around 1/3 in the 

steady state. With these parameters the baseline model predicts annualized output-capital 

ratio of 0.41, investment-output ratio of 0.19 and consumption-capital ratio of 0.33.   

I calibrate the serial correlation parameter for money growth rate μρ  following 

Chari at al. (2000) and Cho and Cooley (1995). They obtain a value for the money 

growth persistence of 0.57 by fitting first order auto-regressive process for logged money 

growth ( ) using quarterly data on M1.  μ
μ εμρμ tt + = − )log( log 1t

In the benchmark model I set elasticity of substitution in both labor market )(σ  

and final output market )1/(1 θ−  to be 10.  An elasticity of substitution of 10 in the 

output market implies a price mark-up of 11% in the steady state, which is standard in the 

sticky price literature and is based on the work of Basu and Fernald (1994, 1995).  

There is no standard value in the literature for the elasticity of substitution 

between the differentiated labor skills. The range of values for )1/(1 θ− in the literature is 

between 2 [see Griffin (1992, 1996)] and 20 [see Koening (1997)]. The elasticity of 

substitution is crucial for the persistence of the responses of real variables to monetary 

policy shocks, but the main results of this paper hold for different values ofθ . For this 

reason I start with a value that is in the middle of the plausible range and then later 

experiment with different values. Finally, for ease of analysis, I assume that the two 

sectors in this economy have equal weight in the final consumption good by 

setting 5.0=ρ .  
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5.  Findings 
xamining the dynamics of the model, it should be noted that the assumed 

parame

5.1  Identical Sectors 

 plot the impulse response functions of key economic variables in 

the ben

Before e

ters imply that the two sectors have equal weight in the final consumption good 

and are symmetric in every way, except for the fact that first is labor-intensive and the 

second is capital intensive. The intermediate firms from the two sectors pay the same rent 

on capital, the same wage rates, and face the same elasticity of substitution for their 

products. Since only the wage contracts are staggered, the monopolistic competition 

within each sector is not crucial for the results. The presence of monopolistic 

competition, though, makes the environment in the model comparable to the rest of the 

existing literature and prepares the model for a relatively easy switch to a staggered-

wage, staggered-price model.  

 

Figures 2 and 3

chmark model ( γα = ), following a monetary shock that increases the growth rate 

of money stock by 1 percent. Under staggered wage setting, half of the households can 

not reset their wage in response to the monetary shock, and the other half can, but face a 

decrease in the demand for their labor skills when they choose to set a higher nominal 

wage. Because of the sticky wages, after the realization of the monetary policy shock, the 

real aggregate wage decreases (fig.3) and the demand for labor increases (fig. 2). The 

simultaneous increase of a household’s income and demand for its labor leads to a 

decrease in the marginal utility of income and an increase in the marginal utility of 

leisure. Both of these results require that a household sets a higher wage. But given the 

staggered nature of the aggregate wage, a household setting a higher nominal wage (and 

thus a higher relative wage) faces a decline in the demand for its specific labor skills and 

thus a decrease in income and time spent working. This prevents the wage-setting cohort 

from increasing their wages the way they would if every household was allowed to do so, 

and the final increase in the relative wage is small.  
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Figure 2. Impulse Responses to a Monetary Policy Shock under Staggered Wage-setting 

and γα =  

 

The amount of capital in the economy at date t  is chosen at , in the standard 

way, and does not respond to a monetary policy shock realized at date t . The increase in 

labor, only, leads to an increase in the marginal product of capital and the real rental rate. 

Output also initially increases, because of the increase in labor, and then gradually returns 

to steady state. The impulse responses of output, in sectors one and two, are identical to 

the aggregate output response and for this reason are not included in the graphs below. As 

Huang and Liu (2002) show, higher elasticity of substitution between labor skills means a 

more persistent output response. The intuition behind this relation is that the easier it is to 

substitute one household’s labor skill with a different one, the more reluctant the wage-

setting household cohort will be to increase its nominal wage. The direction of the 

impulse responses is robust to the choice of elasticity of substitution between 

1−t
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differentiated labor inputs. Thus in the benchmark model with two identical sectors, 

employment, output, consumption and investment (not shown) are pro-cyclical.  
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Figure 3. Impulse Responses to a Monetary Policy Shock under Staggered Wage-setting 

andα =γ  

 

Investment is more volatile than output, which is more volatile than consumption. 

This is consistent with the results produced by standard monetary business cycle models 

without any rigidities. It is worth mentioning a special feature of the benchmark model. 

As can be seen in the last two panels of fig. 3, real marginal cost does not respond to the 

monetary policy shock in either sector. This is due to the fact that capital is fixed, and 

when the real aggregate wage decreases and labor supply increases, the rental rate on 

capital increases just enough to offset the reduction in the real wage and the increase in 

labor supply, thus leaving real marginal cost unchanged.  

At the time of the shock, the capital does not deviate from its steady state 

( 0~
=tk

tr

). From the linearized equations (4B) and (5B) in Appendix B, it can be shown, 

that tt lw ~~~ += , using the following equality ttt yyy ~~~
21 ==  . The fact that the two sectors, 
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and hence all intermediary firms in the economy, have identical production functions is 

crucial for this result. With identical production functions all firms in the economy will 

increase the labor input by the same amount, which will increase the quantity of each 

differentiated output by the same amount. This will lead to no change in the relative 

marginal cost, and therefore unchanged real prices, since they are a constant mark-up 

over the real marginal cost. In this environment, the monopolistically competitive firms 

will adjust their nominal prices to account for inflation only. And if price-setting were 

staggered too, all the pressure for firms, allowed to change their price in response to the 

shock, will be coming from the increase in inflation.  

 

5.2  Sectors with different factor intensities 

If the two sectors have different production functions in this model, the real 

marginal costs will actually respond to an unexpected increase in the money growth rate. 

Let sector one be labor-intensive and sector two – capital-intensive, i.e.α <γ .  

The responses of aggregate output, capital, and consumption remain unchanged 

and therefore are not shown, but fig. 4 highlights the major differences in impulse 

responses from the benchmark model. It should be noted again that both sectors face the 

same aggregate wage and rental rate. In response to the decrease in the real wage rate, 

both sectors increase the labor input by same percentage ( tt ll 21
~~

= ). In levels, the labor-

intensive sector hires the bigger portion of the increased labor input, since they hire more 

labor in steady state in the first place.  

Capital in both sectors, similarly to the aggregate capital, does not respond to the 

shock. The same percentage deviation of labor in the two sectors leads to different 

percentage deviations of output produced by sector one and sector two (fig. 4). The 

reason is that labor is more productive in the labor-intensive sector than it is in the 

capital-intensive one. At the same time, given the drop in the real aggregate wage and the 

increase in the real rental rate on capital, the marginal cost decreases in the labor-

intensive sector but increases in the capital-intensive one, before returning gradually to 

their steady state values. Equations (22B) and (23B) in Appendix B explain this result by 

showing that the weight of the wage rate in marginal cost is relatively large, and the 
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weight of the rental rate in marginal cost is relatively small, in the labor-intensive sector 

compared with the capital-intensive sector.  

 
Sector 1- Labor-intensive   Sector 2 – Capital-intensive 

0 1 2 3 4
0

0.5

1

1.5

2

2.5

Years after shock

Pe
rc

en
ta

ge
 d

ev
ia

tio
ns

Output-Sector 1

0 1 2 3 4
0

0.5

1

1.5

2

2.5

Years after shock

Pe
rc

en
ta

ge
 d

ev
ia

tio
ns

Output-Sector 2

0 1 2 3 4
-0.2

-0.1

0

0.1

0.2

Years after shock

Pe
rc

en
ta

ge
 d

ev
ia

tio
ns

MC in Sector 1

0 1 2 3 4
-0.2

-0.1

0

0.1

0.2

Years after shock

Pe
rc

en
ta

ge
 d

ev
ia

tio
ns

MC in sector 2

 
Figure 4. Impulse Responses to a Monetary Policy Shock under Staggered Wage-setting 

andα <γ  

 
The direction of the impulse responses of real marginal cost in the labor and 

capital intensive sector depends on the relationship between α  and γ . As long as one of 

them is bigger than the other, the marginal costs will respond by moving into opposite 

directions. The size of the percentage deviation, though, depends on the size of the 

difference between α  and γ . From the system of log-linearized equation, the following 

relationships can be derived: 

 

tttt lrwcm ~))(1(~~)1(~
1 γαραα −−=+−=  (labor intensive sector) 

tttt lrwcm ~)(~~)1(~
2 αγργγ −=+−= ,   (capital intensive sector) 
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where ρ  and )1( ρ−  are the weights on output produced by sector one (labor intensive) 

and sector two (capital intensive), respectively, in the final good . The 

impulse responses of marginal costs to a monetary policy shock will be symmetric (as in 

fig. 4) only when 

ρρ −= 1
21 yyy

ρ  = 0.5, i.e. the two sectors have equal weight in the final consumption 

good. In this model, real prices are again a constant mark-up over the real marginal cost. 

Therefore for the intermediate firms in the labor intensive sector real prices will decrease 

and for firms in the capital intensive sector, real prices will increase. At the same time all 

firms in the economy face identical increase in inflation, caused by the increase in the 

growth rate of money. This means that overall the firms from the two sectors will have 

different incentives to change their nominal prices.  

 

6. One-Period Model with Monopolistic Competition, Menu Costs, and 

Sectors That Differ In Factor Intensity 
The model in the previous section showed that in response to a nominal 

disturbance, the price of a labor-intensive good changes significantly less than the price 

of a capital-intensive good. Yet in the absence of some friction, such as a costly price 

adjustment, the firms in both sectors will set new profit-maximizing prices every period, 

even if the changes they have to make to the existing price are small. Such continuous 

price adjustment, however, can not match the observed frequencies. To obtain some 

degree of price stickiness, in this section I add a menu cost of changing price to a one– 

period model with monopolistic competition and sectors that differ in factor intensity.  

 

6.1 Overview of the one-period model economy  

The set up of the model is very similar to the model presented in section 3, so only the 

differences will be shown in detail. The final good production and the representative 

firms’ optimization problems are exactly as in section 3.1 and 3.2. The monopolistically 

competitive intermediate firms in the two sectors maximize their profit as in section 3.3. 

Since this is one-period model, there is no wage stickiness in the sense of the DSGE 

model presented earlier but the prices of factors of production are set at the beginning of 

the period (before any shock occurs) and households supply whatever labor firms require 
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at the preset wage. They all derive utility from consumption and holding money balances. 

This time the households are identical. The optimization problem of households is thus 

simpler than in the DSGE model:  

 

)1ln(])1()(ln[1max
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−+⎟
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⎛−+ ψ
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η
η      (51) 

s.t. 

FlWkRMcPM +++≤+ −1 ,                        (52) 

 

From the first order conditions for consumption and real money balances the 

following relationship is obtained: 
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From the first order conditions for labor, consumption and real money balances, the labor 

supply decision is obtained: 
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6.2 Symmetric Initial (long-run) Market Equilibrium 

The equilibrium will be characterized by a relation between real money balances 

and aggregate demand, the demand functions for capital and labor by each sector, the 

demand functions for the intermediate and sector goods, as well as price and wage rules.  

In a symmetric market equilibrium, all firms within the labor intensive sector will make 

identical decisions about production, labor and capital inputs, as well as pricing. Thus in 

the symmetric equilibrium the subscripts i  and j  will be omitted from the optimal 
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conditions. In addition, in equilibrium the desired real money balances equal actual 

money balances or 
P

M
P
M 1−= . The symmetric equilibrium of the economy consists of an 

allocation , and prices and wage { cyyylllkk ,,,,,,,, 212121 } { }RWPPP ,,,, 21  such that 

given the values for and k M the optimal conditions from the households’, intermediate 

and representative firms’ maximization problems are satisfied. All equations are shown in 

Appendix C.  

 

6.3 The Effect of Nominal Disturbances in a Symmetric Market Equilibrium if 

Prices, Wages, and Rent are not allowed to Change (short-run equilibrium) 

  The following system of equations determines the immediate effect of an increase 

in nominal money balances when prices, wages and rent are unchanged and capital is 

fixed. The firms have a fixed amount of capital and the only way they can respond to the 

changes in quantity demanded is by changing the amount of labor they hire. The 

households supply the labor at the pre-set wage. The system is similar to the system of 

equations characterizing the initial (long-run) equilibrium (shown in Appendix C), except 

for the equations that implicitly include the optimal prices, wages and rent chosen by the 

firms and the households. For example - when not allowed to reset their prices or choose 

the amount of capital they rent - the intermediate firms in sector one have to figure out 

how much labor they need to hire in order to supply the new quantity demanded. The 

solution thus requires that iii ky 1
1

11 )( −−α  for a firm in sector one and jjj ky 22( − l2
1

1

) =−γγl1=α  

for a firm in sector two. By substituting  with c y , the following system of equations can 

be used to determine the effect of an increase in the real money balances 

on{ , using the long-run equilibrium values for  }21 ,, yyy { }21 ,,, kkR21 ,,, lll 21 ,,, WPPP  

denoted by a bar.  
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y
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Py
2

2 )1( ρ−=          (56) 

αα −= 1
111 lky           (57) 

γγ −= 1
222 lky           (58) 

1
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⎜
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η

b
by

P
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lll =+ 21           (60) 

 

An increase in nominal balances, when prices of final output and factors of 

production remain constant, translates into an increase in the aggregate output produced – 

equation (59). From equations (55) and (56) it can be seen that the output in the two 

sectors increases proportionally. The production of output in each sector can increase by 

increasing the employed labor. The amount of capital each firm in the economy owns is 

predetermined, but labor is elastically supplied.  

 

Again let sector one be labor-intensive and sector two be capital-intensive (i.e. 

γα < ). Then equations (57) and (58) imply that when there is an increase in nominal 

money balances, and prices in neither sector change, output in both sectors increases. 

This result arises from the consumer preferences which map the change in the money 

supply into a change in consumption. Labor is more productive in the labor-intensive 

sector – as a result the labor employed there will increase by less than in the capital- 

intensive sector. 

 

6.4 The decisions of an atomistic firm in the labor-intensive and an atomistic firm in 

the capital-intensive sector when the aggregate price level, wages and rent have not 

yet changed in response to the nominal disturbance 

The optimal pricing decisions for firm i in the labor-intensive sector is derived again 

from the firm’s optimization problem: the atomistic firm faces a new demand for its 

product but rent, wages and aggregate price level are as in the long-run equilibrium.   
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For example, firm  in sector one solves: i

Max )( 1111 iiii lWkRyP +−          (61) 

s.t.  αα −≤ 1
111 iii lky     
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The new optimal price for a profit-maximizing firm (denoted by a superscript m) can be 

obtained:  
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here 1 2,i jMC MCw  are the respective marginal costs for sector one and two, which 

ic firms exp

Using the equalities: and 

atomist ect to face, given that wages, rents and other firms’ prices remain 

unchanged. The new optimal prices are again a mark-up, this time - over the marginal 

costs atomistic firms face immediately after the monetary policy shock.  

My ~~ = 1

1
1
θ−⎤⎡

1

1
1 y

P
Py

i
i

⎥
⎥
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⎢
⎣

= , the new optimal prices can be 

expressed as a function of the monetary policy shock: 

 
1

1 1(1 )m
iP P M

Ω

= +          (64) 

 

nalogously for firm jA  in the capital intensive sector: 

 
2

2 2 (1 )m
jP P M

Ω

= + ,          (65) 
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where 

 

1
(1 )

(1 )(1 )
α θ

α θ α
−

Ω =
+ − −

 

 

2
(1 )

(1 )(1 )
γ θ

γ θ γ
−

Ω =
+ − −

 

 

nd for a 1 2Ω < Ω α γ<

 the lo

, which implies that firms re-setting prices in sector one will 

tion th labor is elastically 

6.5 Loss of profit from not adjusting when all other prices remain unchanged 

r one, 

the new

devia rom ng-run equilibrium price level in response to both positive and 

negative monetary policy shocks, i.e. 2 1j iP P> .  

This result arises due to the assump at capital is fixed but 

te less f

supplied. In the case of an expansionary monetary policy shock, the marginal cost of 

production increases by more in the capital intensive sector, as they need to hire more 

labor in order to produce the new quantity demanded (labor is less productive in the 

capital-intensive sector). In the case of a negative monetary policy shock, the capital-

intensive sector can release more labor and their marginal cost of production will 

decrease by more than in the labor-intensive sector.  

 

Using the new optimal price 1
m
iP  (62) for a profit-maximizing firm in secto

 quantity the firm will be sel  ( 1

m

iling y ) and the profit for such firm ( 1
m
iV ) can be 

obtained: 
1

11m P
1 1

1
i m

i

y y
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fter substituting for 1

m

iyA  and  in the equation for profit, the following expression is 

obtained: 

1
m
iP

 37



1
1 (1 )mV C y Rk

θ
θ α

−
− −= −

 

11 1 1 ii ,  

here 
1 1

1
1 (1 )

11 1 11
1 1 1 1( , , , , ) 1

1 1
i i i

WC f W k P W k k
P

α α
α α

θ α

α θ
θ α θ α

− −
− −

− −⎡ ⎤⎡ ⎤= = − ⎢ ⎥⎢ ⎥− −⎣ ⎦ ⎢ ⎥⎣ ⎦
w  is a constant.  

 

A firm that does not adjust its price, in response to the nominal disturbance, sells 

all that s required from it at the preset price.  Its profit after the change in the money 

supply 

 i

is the following:   

 
1 1

1 (1 ) 1
11 1

1 1n
iV C Y

α
θ α α

−
⋅

− − − ⎛
= ⋅⎜ 11 11 1 11

iY Y Y Rk
α

αα

θ α
−−

⎞
− −⎟−⎝ ⎠

     (67) 

 

The loss of profit from not adjusting as a fraction of TR ) is the  the initial total revenue (

following: 
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−
=Λ

n
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After a third or

rice as a proportion of initial revenues is:  

der approximation, the opportunity cost (loss of profit) of not adjusting the 

p

 

2
2

1 )~(1 Mi
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     (69) 

 

The loss function,  inc

nd an increase in the siz f the change of the marginal cost. It also increases with an 

increas

Λ ,

e o

reases with the magnitude of the monetary policy shock 

a

e in θ , the higher the elasticity of demand with respect to price, the higher the 

private cost of not adjusting.  
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Correspondingly for a firm in sector two, the loss function is:  

2
2 ~(1 Mθγ

=Λ 2 )
))1(1)(1(j γθγ −−−

       (70) 

The latter two equations show th

production is less labor-intensive, i.e for 

2

 

at the loss of profit is bigger for the firms whose 

γα < :  

 

ji 21 Λ<Λ            (71) 

 

7. Menu Costs 
No

action of its initial total revenue. Firms will adjust their prices in response to the 

l balances only if the gain from doing so outweighs the costs. In each 

sector t

w let each firm face a fixed cost of adjusting its price (a menu cost) equal to a 

fr

increase in nomina

here is a continuum of firms. Each firm within a sector faces a random fixed cost, 

which is drawn from a continuous distribution. Both sectors face the same distribution of 

menu costs. The assumption of a continuous distribution implies that in each sector there 

will be a marginal firm, which will be indifferent to changing its price. Within a sector, 

all firms that adjust their prices will choose the same new price, which will be different 

from the new price chosen by firms in the other sector.   

In particular the fixed cost ξ  is i.i.d. across firms with c.d.f. ( )⋅S  and p.d.f. ( )⋅s . I 

assume that )(1)(0)0( HSxSS =<<=  for ∞<∈ HHx ),,0( , thus the cost of adjusting 

the price is bounded.  

The adjustment decision for an individual firm depends on two factors: the loss of 

profit if the fi  realiz  cost of adjustment, in this 

case both are specified

rm does not adjust and the ation of the fixed

 as a fraction of the firms’ initial revenues. For the marginal firm 

in sector one, the menu cost will be equal to the loss of profit from not adjusting the 

price, and this firm will be indifferent to price adjustment: 

 

1
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−−−
=Λ Mi       (72) 
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For sector two the marginal firm will be the one for which: 

 

22 ))1(1)(1(2 γθγ −−−j
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)~(1 ξθγ
==Λ M        (73) 

From the distribution of the menu costs then we can determine the fraction of 

firms

 

 in sector one that will adjust to a new optimal price - . For sector two: this m 1μ iP1

fraction will be 2μ , and the new optimal price for firms that adjust will be .  
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For sector two the fraction of firms that adjust w

 

 

ill be: 
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From equation (69) it follows that 

 

12 μ> , which means that more firms in the μ

capital intensive sector will pay the menu cost and will adjust their prices to the new 

ptimal level in response to the nominal disturbance. In addition, the bigger the change in 

nomina umber 

wing analysis is to check whether more firms adjusting prices in the 

apital intensive sector - in response to a nominal disturbance - is an equilibrium. To do 

irms, expressed as a proportion of the initial (long-

run equ

o

l money balances, the higher is the n of firms, which will adjust their prices 

in each sector.   

 

8. The Short-run Equilibrium 
The follo

c

so, I will calculate the private gain to f

ilibrium) revenues, associated with the adjustment of its price in response to a 

change in nominal balances. If the difference in profits between the price-adjusting firms 

and the firms which keep their prices unchanged in the capital intensive sector is bigger 
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than the corresponding difference in the labor-intensive sector, then 12 μμ >  is indeed a 

short-run equilibrium. One possible reason – for 12 μμ >  not being an equilibrium - is for 

example a big change in the relative sectoral prices. If the change in the price level in 

sector two is so big that the demand for their products decreases, the gain from changing 

prices by capital-intensive firms can turn out smaller compared to the gain realized by the 

price-adjusting firms in the labor-intensive sector.   

If 1μ  fraction of firms in sector one adjusts their prices to (64), the new price 

level in sector one will be: 
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If 2μ  fraction of firms in sector tw

sector one will be: 

o adjusts their prices to (65), the new price level in 
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The aggregate price level will be: 
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Let  
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, so that 

1 1P P= A  and 2 2P P= B .  
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With the change in nominal balances and the change in aggregate price level in 

hand, I can calculate the new le that will be produced and consu

short-run equilibrium: 

 

vel of output med in the 

1

1 My y
A Bρ ρ−

+
=          (79) 

 

The quantities of output produced by sector one and two respectively are: 

 

1 1
1 My y

A
+

=           (80) 

2 2
1 My y

B
+

=           (81) 

 

  The last two equations show that the demand for a sector’s product increases with 

the change in nom

are adjusting the prices in response to the change in M, and the size of the firms’ price 

hange.  

a new optimal price.  The difference is due to the fact that when atomistic firms 

take th

inal balances (M), but is inversely related to the number of firms that 

c

With the change in the demand for sectoral output in hand, the new short-run 

equilibrium profit of price-adjusting producers in both sectors can be derived. The profit 

will be different from the expected profit the atomistic firm takes into account when 

choosing 

eir decision, they assume that everyone keeps their price unchanged, which is no 

longer the case. The quantity a price-adjusting firm in the labor intensive sector (sector 

one) sells is: 

 

1

1
1

1 1
1

(1 )
m
i

A My y
M A

θ−

Ω

⎡ ⎤ +
= ⎢ ⎥+⎣ ⎦

       (82) 

 

At the same time, a firm that chooses not to pay its menu cost and keep its price 

unchanged, will be selling: 
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1
1

1 1
1n

i
My y A

A
θ− +

= ⋅          (83) 

 

Analogously in the capital-intensive sector:  

 

2

1
1

2 2
1

(1 )
m

j
B My y
M B⎥        (84) 

θ−

Ω

⎡ ⎤ +
= ⎢ +⎣ ⎦

nd a
1

1 1n
2 2j

My y B
B

θ− +
= ⋅          (85) 

 

Using the new prices and qu

oducers in sector one (labor-intensive sector) can be 

derived: 

 

antities, the short-run equilibrium profits for both price-

adjusting and non-adjusting pr

11 1 1 1 1 1
m m m m m m

ii i i i i iP y TC P y Rk Wl1
m
i= − = − −       (86)  Π

 

11 1 1 1 1 1 1
n n n n n n n

ii i i i i i iP y TC P y Rk WlΠ = − = − −       (87) 

 
α

1 1
α

11 1( )m m
ii il k y

α αUsing the equation describing the production function (
−
−

quations (64), (82), and (83), the gain from adjusting prices in the short-run equilibrium 

(i.e. after price have been adjusted) can be de

profit for the capital intensive producers from not adjusting their price is higher than the 

orresponding loss of profit for labor intensive producers and as a result the former will 

ck whether this

−= ), as well as 

e

rived. In section 6.5 I argued that the loss of 

c

be willing to pay higher menu costs to adjust prices. To che  response will 

be an equilibrium, I will check whether producers in the capital-intensive sector really 

gained more by adjusting their prices, now that a fraction of firms in each sector have 

changed their prices. Below is an expression analogous to the private opportunity cost 

( 2,1, =Λ ss ) associated with not adjusting price in response to a change in the aggregate 
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demand. However the new expression is obtained using the quantities and prices that 

prevail in the economy after the price adjustment. So rather than a potential loss of profit, 

2,1,' =Λ ss shows the actual gain for those producers who adjusted their price relative to 

those who did not pay the menu costs and kept their prices unchanged.  

e labor-intensive sector, the profit of price-adjusting firms (as a fraction of 

the initial total revenue):  

 

In th

1 1

1 1
1 (1 )(1 ) (1 )

(1 ) (1 )
(1 ) (1 ) (1 )

A A A RkM
M M MTR

θ
θ θ α α

θ α

−
− − − −

Ω Ω

⎤ ⎡ ⎤ ⎡ ⎤
= + − −⎢ ⎥ ⎢ ⎥ ⎢ ⎥+ + +⎣ ⎦ ⎣ ⎦ ⎣ ⎦

11
m

ii

TR
⎡Π

−  (88) 

 

at kept their prices unchanged is:  while, the profit of firms th

 
1

1(1 )(1 ) (1 )1 1 (1 ) (1 ) (1 )
n

ii RkA M A M
TR TR

θθ
θ α αθ θ α − − −−Π

= + − − + −     (

essed as a proportion of 

itial revenues – associated with price adjustment in response to the change in the 

nominal balances is: 

 

89) 

 

The private gain to a labor-intensive producer – expr

in

11

1
(1 )

' (1 )(1 )1 1 1 1 1
1 (1 ) (1 ) 1 (1 ) (1 ) (1 ) 1

m n
i i

i A M M A M M
TR

θ α
θθ θ α

θ αθ θ θ

−Ω−Ω −
− −− − −

⎡ ⎤⎡ ⎤ ⎡ ⎤Π − Π
Λ = = + + − − − + + −⎢ ⎥⎢ ⎥ ⎢ ⎥

⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

 

Analogously, for secto

   (90) 

r two: 

 

22

1
(1 )

2 2' (1 )(1 )1 1 1
2 (1 ) (1 ) 1 (1 ) (1 ) (1 ) 1

m n
j j

j B M M B M M
TR

θθ θ γ
θ γθ θ θθ γ
−Ω−Ω −

− −− − −
⎡ ⎤Π − Π ⎡ ⎤ ⎡ ⎤

Λ = = + + − − − + + −⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦

      (91) 

It is very hard to compare analytically the private gains associated with price 

sectors but the first derivative of the profit gain ( 2 ) 

ith respect to capital intensity (

adjustments between the two ' , 1,s sΛ =

w α ) is plotted in Figure 6. As can be seen, this derivative 

is positive which means that the higher theα (i.e. the less labor intensive the producers 
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are) the higher is the gain from paying the menu cost and changing the price in response 

to a nominal disturbance. This finding supports the claim that more firms changing prices 

in the capital-intensive sector is an equilibrium.  

0
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Figure 5. First derivative of the profit gain ) with respect to labor intensity (α( '

1iΛ ) for different 

values of ( μ ) the fraction of firms adjusting prices in response to a 10 percent s k to monetary 

policy.  

9.  Data and Model Predictions 
Going back to the original data on labor input share and frequency of price 

changes for the 29 SIC industries, one can split these industries into 2 sectors and 

compare the predictions of the model with data. The capital-intensive industries belong to 

the first sector, while labor-intensive ones form the second sector. Fourteen of the 29 

industries fall into the first sector, whose cumulative weight is one half of all goods and 

ow (2004) data. The weighted average share of 

labor input in the first sector is only 0.20 compared to 0.41 for the second (labor 

intensive) sector. The weighted m

hoc

services covered in the Bils and Klen

ean frequency of price changes is 34.3% and 18.3% for 

the capital- and labor-intensive sectors respectively. Direct comparison of these numbers 
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with the first model (no cost of price adjustment) predictions is not appropriate, since the 

data gives the frequency with which a sector changes price, while the model predicts the 

percentage change in nominal prices in response to a monetary policy shock. However, 

the amount by which a price changes in response to a monetary policy shock can be 

considered a good indicator of the probability with which a manufacturer will change the 

price of its product after the shock. For two sectors with equal weight a 1 percent increase 

in the growth rate of money generates: a 1.55 percent price increase in the nominal price 

for the capital-intensive sector (with share of labor input of 0.20), and a 1.23 percent 

price increase for the labor-intensive one (with share of labor input of 0.41). This means 

that doubling the labor input share (from 0.20 to 0.41) reduces the increase in the nominal 

price by 0.32 percentage point. It would be more interesting to compare the predictions of 

the menu cost model for the frequency of price changes across sectors, rather than the 

size of the price changes, and compare them with the data. As of this moment I leave this 

for future research.  

That sectors differ in their responses to monetary shocks has already been shown 

in the paper by Ohanian, Stockman and Kilian (1995). They found that four of the 

eighteen SIC industries in their study (Food and Kindred Products, Lumber and Wood 

Products, Leather and Leather Products, and Primary Metals) show a more rapid price 

adjustment to a monetary shock than the aggregate for the economy. Consistent with the 

results shown here, three of these sectors have labor input shares whose values are 

significantly below the average of 0.31 (standard error 0.02) and the fourth has a labor 

share v

ree times as 

often.  

ery close to the average. The Primary metals industry (not included in this study) 

has a labor input share of 0.23 according to the Jorgenson database.        

 It is also interesting to check whether the reverse relationship between labor share 

and frequency of price changes holds, i.e. to see if those industries which change their 

prices most often use relatively less labor in their production. To check this, I again split 

the 29 industries into two groups, only this time the division is based on the frequency of 

price changes criterion. Table 2 summarizes the main result, namely that the sector which 

changes prices more frequently, the “flexible price” sector, employs about half of the 

labor employed in the “sticky price” sector, and changes prices almost th
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Table 3. Sticky vs. Flexible Price Sector  

  Labor Share Frequency of price change 

Sticky price sector 0.39 13.84 

Flexible price sector 0.23 37.69 

 

10.  Conclusion 
 Empirical evidence [Bils and Klenow (2004), Carlton (1986), Kashyap (1995), 

tc.] shows a wide range of price flexibility across commodities. The significant 

nges across goods and sectors have motivated the 

search for p sible sector and p teristics t al 

fi t of new Keynes t the same time, studies like Mankiw 

(1985) and Baxter (1996) have shown that monetary policy can have nt effects on 

e various sectors of the economy. The objective of this paper is to assess the effects of 

abor- and capital-intensive sectors in a model with staggered nominal 

rently to monetary shocks. An expansionary 

 

e

differences in the frequency of price cha

os roduct charac hat can explain the empiric

ndings in the contex ian models. A

 differe

th

nominal shocks on l

wage contracts and ask whether such a model can account for certain features of the 

empirical evidence on price stickiness.   

 The first contribution of this paper is the finding that labor-intensive industries 

change prices of their products less often than capital-intensive industries do. This 

finding is based on micro-level pricing data published in the Bils and Klenow (2004) 

study. It motivated an investigation whether a standard staggered-wage model allowing 

for different labor and capital intensities across sectors can provide some insight on the 

effect of nominal disturbances and the frequency of price changes in various industries.  

The analysis shows that in a sticky-wage model, real marginal costs in labor- and 

capital-intensive sectors respond diffe

monetary policy shocks, for example, results in an increase in the real marginal cost for a 

capital-intensive industry and a decrease in the real marginal cost for a labor-intensive 

industry. Thus, a firm employing relatively more labor inputs, in an economy with rising 

inflation, faces a decrease in real marginal cost of production. The overall effect on its 

nominal price is smaller than the effect on a firm using relatively more capital.  The 

difference in the responses of marginal costs can potentially provide insight as to why
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some firms change their prices frequently while others have sticky prices. However, labor 

intensity alone is not enough to produce price stickiness across sectors. Adding a menu 

cost of setting a new price is one solution to this problem. The second part of the paper 

shows that, in a one-period model with monopolistic competition, if two sectors face the 

same distribution of menu costs but differ in factor intensity, a smaller fraction of firms in 

the labor-intensive sector will pay the menu cost and will adjust their prices in response 

to a change in the nominal money balances. In the one-period model, because capital is 

fixed but labor is elastically supplied, an atomistic firm in the capital-intensive sector 

faces a bigger increase in the marginal cost and thus bigger losses from keeping its price 

unchanged. Assuming staggered wages does not change this result qualitatively but 

makes the result stronger.  

 Erceg (1997), Chari, Kehoe and McGratten (2000), and Huang and Liu (2002) 

have already shown that staggered wage models have the potential to generate persistent 

real effects of monetary shocks. The main finding of this paper is that staggered wage 

models with multiple sectors have the potential to account for the variety of price 

flexibility observed in the data.  
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Appendix A: Data on Monthly Frequency of Price Changes  

a for 29 SIC Industries by Category 

 #      Name 

Weighted Average 

Monthly Frequency 

of Price Changes 

1995-1997 

Average Share of 

Labor Inputs in 

Total Output 

1958-1996 

Number 

of ELI in 

each 

Industry 

Industry 

weight 

in 1995 CEX 

 
Table 4. Dat

   

 1  A riculture    37.92% 0.26 12 1.60 g

 7   F od and kindred products 31.53 0.16 85 9.42 o

 8   T bacco  21.25 0.15 3 0.87 o

 9   Textile mill products 14.97 0.23 5 0.20 

10  Apparel  33.47 0.33 44 4.15 

11  L mber and wood  21.60 0.25 1 0.01 u

12  F 9 1.19 urniture and fixtures 23.01 0.36 

13  P 2 0.43 aper and allied 17.64 0.26 

14  P 0.40 7 0.73 rinting, publishing and allied 8.28 

15  Chemicals 15.05 0.24 13 2.26 

16  Petroleum and coal products 72.18 0.09 10 3.48 

17  Rubber and misc. plastics 29.91 0.32 3 0.30 

18  Leather  25.85 0.33 5 1.02 

19  Stone, clay, glass 15.93 0.37 6 0.13 

21  Fabricated metal 12.38 0.35 3 0.12 

22  Machinery, non-electrical 29.72 0.36 10 0.84 

23  Electrical machinery 26.26 0.35 18 1.34 

24  Motor vehicles  37.12 0.19 4 5.04 

25  Transportation equipment & ordnance  18.96 0.43 3 0.28 

26  Instruments  10.85 0.46 9 0.55 

27  Misc. manufacturing 17.38 0.33 12 1.75 

28  Transportation  27.96 0.41 10 2.55 

29  Communications  13.37 0.32 4 3.23 

30  Electric utilities 43.40 0.21 1 2.88 

31  Gas utilities  64.20 0.11 1 1.01 

32  Trade  8.86 0.50 7 5.39 

33  Finance Insurance and Real Estate 17.21 0.28 5 3.09 

34  Services  14.97 0.43 54 14.75 

35  Government enterprises 3.79 0.38 4 0.35 

Weighted average for the economy:  Tota 94 26.1 0.31 l:  68.
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Appendix B: A System of log-li ized equations defining the DS

alyze how the economy responds to monetary cy shocks ill nee

e system of non-linear equations, defining the equilibrium,  a system

of the model for small deviations around 

n-stochastic steady state. A first o Taylor approx on around e station

ations that near in the lo viations o e variab

iables in these equations will b essed as perc ge deviations around

rcentage deviation of variable , around its steady-state value

near GE 

model equilibrium 
 

To an  poli , I w d to 

approximate th by  of 

linear equations that characterize the dynamics 

the no rder imati  th ary 

steady state will produce equ  are li g-de f th les. 

The var e expr enta  the 

steady state. The pe tz z , will 

be denoted by z~ , where )~1( tt zzz += . 

The following real variables have been obtained by normalizing their nominal 

quivalents using the aggregate price levele tP :
t

t
t P

P
p 1

1 = , 
t

t
t P

P
p 2

2 = , 
t

t
t P

M
m = , 

t

t
t P

R
r = and the following equations contain only logarithmic deviations of real variables 

from their steady-state values: 

Equations (1B) – (3B) are the log-linearized versions of the production technology and 

the input demand functions for the firm producing the final good, or equations (1), (3), 

and (4) in the main text.  

(1B) y

 

ttt yy 21
~)1(~~ ρρ −+=   

(2B) yyp ttt 11
~~~ −=    

(3B) ttt yyp 22
~~~ −=   

Equations (4B) and (5B) are derived by log-linearizing the production functions 

in sectors one and two, or equa

  

tions (12) and (13) in the paper. Also, after log-linearizng 

the demand functions for labor and capital by the intermediary firms from the two sectors 

(18)-(21), equations (6B) – (9B) can be obtained.  
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(4B) ttt lky 111
~)1(~~ αα −+=   

(5B) tt lky 22 t2
~)1(~~ γγ −+=   

tttt lypw 111
~~~~   (6B) −+=

tttt kypr 111
~~~~ −+=   (7B) 

tttt lypw 222
~~~~    (8B) += −

(9B) k tttt ypr 222
~~~~ += −   

 (10B) 

 

The following two equations, (10B) and (11B), can be derived directly from the 

households’ demand for real money balances and the Euler equation for consumption, 

after substituting the expression for marginal utility of consumption.  

 

 B
Btt R

R
cm ~

1−
1

1
1~~ ⋅⋅
−

−=
η

  

 (11B) 1
B

tttttt
B

tt REdcEERdc 11
~.~~~)1(~

++ −−−+ π + =    

Using the fact that in steady state there is no inflation (i.e.

 

1=π ) and the real rate of 

return on capital satisfies: δ
β

+−= 1r , the log-linearization of the expression for the 

 of capital by house 9), yields the following equation: 

 

(12B) 

1

supply holds (3

11
~)~(

1 ++ =−
−+ tttt

B
t rEER π

βδβ
  

 

The additional first order condition for households in a wage-setting c

~1

ohort (41) was used 

 obtain (13B).  to

  

1111
~~..~~(13B) . +~~

1
~

1
~)1( ++++ +−−+

−
+

−
=+ tt

B
ttttt
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tt

n
tt EREdcEdclE B
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l l
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The following two equations, (14B) and (15B), are the log rized versions of the 

demand for households’ labor (43) and (44) in the main text. Equation (16B) can be 

with its real equivalent to obtain the real aggregate wage rate.     

-linea

obtained directly form (42), after substituting the nominal wage chosen by each cohort 

 

0~~~~
=⋅−⋅+− ttt

n
t wsll σσ   for ⎥

⎤
⎢
⎡∈

1,0   
⎦⎣ 2

n(14B) 

(15B) 1
~~~~~

−⋅−=⋅−⋅+− ttttt swll σσπσ   for n
⎥⎦

⎜
⎝

∈ 1,
2

n   

(16B) tt sw

⎤⎛ 1

~~2 += tts π~~
1 −−   

he log-linearization of the three market clearing condition (27), (28), and (48), 
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 log-linearized expressions for the real marginal 

ost in sector one (49) and sector two (50), respectively.  

 

In addition (22B) and (23B) show the
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In the a uations:  bove system of log-linearized eq
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Appendix C: System of Equations Characterizing The Long-Run 

Market Equilibrium In A One-Period Economy With Menu Costs 
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From the final good production problem: 
ρρ −= 1

21 yyy  (C

y
P
Py

1
1 ρ=                (C2) 

(C3) y
P

y
2

2 )1( ρ−=  P

rom the intermediate firms’ problems 

 

 (C4) 

(C5) 

F

αα −= 1
111 lky  

γγ −= 1
222 lky  

(C6) 1
1

1 )1( y
W

l θα−=       

(C7) 

P

1
1

1 y
P

k αθ=   
R

(C8) 2
2

2 )1( y
P

l θγ−=   
W

(C9) 2
2

2 y
R
P

k γθ=   

From the household’s decisions: 
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Market clearing conditions require: 
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